
Chapter 2

Gradient and divergence

2.1 Gradient

If our objective is to define a di↵erential calculus on the Banach space W ,
why don’t we use the notion of Fréchet derivative: A function F : W ! R
is said to be Fréchet di↵erentiable if there exists a continuous linear operator
A : W ! W such that

lim
✏!0

✏
�1

kF (! + ✏!
0) � F (!) � A!

0
k
W

= 0 (2.1)

for any ! 2 W and any !
0

2 W . In particular, a Fréchet di↵erentiable
function is continuous. One of the most immediate function we can think of
is the so-called Itô map which sends a sample-path ! to the corresponding
sample-path of the solution of a well defined stochastic di↵erential equation.
It is well known (see [Lej09, Section 3.3] for instance) that in dimension
higher than one, this map is not continuous. This induces that the notion of
Fréchet derivative is not well suited to a di↵erential calculus on the Wiener
space. Moreover, since we work on a probability space, measurable functions
F from W into R are random variables, meaning that they are defined up to
a negligible set. To avoid any inconsistency in a formula like (2.1), we must
ensure that

(F = G µ a.s.) =) (F (. + !
0) = G(. + !

0) µ a.s.)

for any !0. With the notations of Theorem 1.8, this requires that T
#

!0µ (the
pushforward of the measure µ by the translation map T!0) to be absolutely
continuous with respect to the Wiener measure µ. This fact is granted only
if !0 belongs to I1,2. These two reasons mean that we are to define the direc-
tional derivative of F in a restricted class of possible perturbations.

Recall the diagram
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20 2 Gradient and divergence

W
⇤

H
⇤ = (I1,2)⇤

L
2

H = I1,2 W

e⇤

'

I
1 e

and that µ is the Wiener measure on W.

Definition 2.1. A function F is said to be cylindrical if there exists an inte-
ger n, f 2 Schwartz(Rn), the Schwartz space on Rn, (h1, · · · , hn) 2 H

n such
that

F (!) = f(�h1, · · · , �hn).

The set of such functionals is denoted by S.

Theorem 2.1. The set S is dense in L
p(W ! R; µ).

Proof. Let Dn be the dyadic subdivision of mesh 2�n of [0, 1] and Fn =
�{B(t), t 2 Dn}. Since B has continuous sample-paths, for any t 2 [0, 1],
there exists a sequence (tn, n � 0) such that tn 2 Dn for any n and tn ! t.
Hence, _nFn = F and the L

p convergence theorem for martingales says that

E [F | Fn]
n!1
����!

Lp

F.

For ✏ > 0, let n such that kF � E [F | Fn] kLp < ✏. The Doob Lemma entails
that there exists �n measurable from R2

n

to R such that

E [F | Fn] =  n(B(t), t 2 Dn)

where t
n

k
= k2�n. Let µn be the distribution of the Gaussian vector (B(t), t 2

Dn), Z
| n|

p dµn = E [|E [F | Fn] |p]  E [|F |
p] < 1.

That means that  n belongs to L
p(Rn

! R; µn) hence for any ✏ > 0, there
exists '✏ 2 S(R2

n

) such that k n �'✏kLp(Rn!R;µn)
< ✏. Then, '✏(B(t), t 2

Dn) belongs to S and is within distance 2✏ of F in L
p(W ! R; µ).

The gradient is first defined on cylindrical functionals.

Definition 2.2. Let F 2 S, h 2 H, with F (!) = f(�h1, · · · , �hn). Set

rF =
nX

j=1

@jF (�h1, · · · , �hn) hj ,

so that

hrF, hi
H

=
nX

j=1

@jF (�h1, · · · , �hn) hhj , hi
H

.
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This definition is coherent with the natural definition of directional derivative.

Lemma 2.1.

hrF, hi
H

= lim
✏!0

1

✏

⇣
F (! + ✏h) � F (!)

⌘
.

Proof. Due to the fact that �hi(! + h) = �hi(!) + hh, hiiH .

Example 2.1. For any h 2 H,

rhB(t) = hh, t ^ .i =

Z
t

0

ḣ(s) ds =

Z
1

0

1[0,t](s) ḣ(s) ds.

Remark that S is an algebra for the ordinary product.

Lemma 2.2. For F 2 S, � 2 C
1

rhF (!) =
d

d✏
F (! + ✏h)

����
✏=0

r(FG) = F rG + G rF

r�(F ) = �
0(F ) rF.

Before going futher, we give/recall some elements about tensor products
of Banach spaces. Let X and Y two Banach spaces, with respective dual X

⇤

and Y
⇤. For x 2 X and y 2 Y , x ⌦ y is the bilinear form defined by:

x ⌦ y : X
⇤

⇥ Y
⇤

�! R

(⌘, ⇣) 7�! h⌘, xi
X⇤,X

h⇣, yi
Y ⇤,Y

.

Definition 2.3 (See [Rya02, chapter 2]). The projective tensor product
of X and Y is the completion of the vector space spanned by the finite linear
combinations of some x ⌦ y for x 2 X and y 2 Y , equipped with the norm

kzkX⌦Y = inf

(
nX

i=1

kxikXkyikY , z =
nX

i=1

xi ⌦ yi

)
.

We need to take the infimum of all the possible representations of z as a linear
combinations of elementary tensor products since such a representation is by
no means unique.

Example 2.2. One of the simplest situation we can imagine, is the tensor
product of L

1(R) by itself. The function

1[0,1](s) ⌦ 1[0,2](t) + 1[1,2](s) ⌦ 1[1,2](t)
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can be equally written as:

1[0,1](s) ⌦ 1[0,1](t) + 1[0,2](s) ⌦ 1[1,2](t).

Proposition 2.1. For X and Y two reflexive Banach spaces, i.e. (X⇤)⇤ = X.
The dual of W = X ⌦Y is the space W

⇤ = X
⇤
⌦Y

⇤ with the duality pairing:

hw
⇤
, wi

W⇤,W
=
X

i,j

hx
⇤

i
, xjiX⇤,X

hy
⇤

i
, yjiY ⇤,Y

where w =
P

j
xj ⌦ yj 2 X ⌦ Y and w

⇤ =
P

i
x
⇤

i
⌦ y

⇤

i
2 X

⇤
⌦ Y

⇤
. Moreover,

kw
⇤
kW⇤ = sup

kwkW=1

��hw⇤
, wi

W⇤,W

��

= sup
n��hw⇤

, x ⌦ yi
W⇤,W

��, kxkX = 1, kykY = 1
o

. (2.2)

Let X be a Banach space and ⌫ a measure on a space E. The set L
p(E; X, ⌫)

is the space of functions  from E into X such that
Z

E

k (x)kp
X

d⌫(x) < 1.

Theorem 2.2 ([Rya02, page 30]). For X a Banach space, the space
L
p(E ! R; ⌫) ⌦ X is isomorphic to L

p(E ! X; ⌫).
Moreover, if X = L

p(F ! R; ⇢) then L
p(E ! X; ⌫) is isometrically

isomorphic to L
p(E ⇥ F ! R; ⌫ ⌦ ⇢). Moreover, the set of simple functions,

i.e. functions of the form
nX

j=1

fj(s) j(x)

where fj 2 L
p(E ! R; ⌫) and  j 2 L

p(F ! R; ⇢), is dense into
L
p(E ⇥ F ! R; ⌫ ⌦ ⇢).

Theorem 2.3. For F 2 S, rF belongs to L
p(W ! H; µ) for any p � 1.

Proof. Step 1. Assume p > 1. Since

L
p(W ! H; µ) ' L

p(W ! R; µ) ⌦ H,

we have �
L
p(W ! H; µ)

�⇤
' L

q(W ! R; µ) ⌦ H

where q = p/(p � 1).
Step 2. Consider the set

Bq,H = {(k, G) 2 H ⇥ L
q(W ! R; µ), kkkH = 1, kGkLq(W!R;µ) = 1}.
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Let F = f(�h), for p > 1, in view of Proposition 2.1, we have to prove that

sup
(k,G)2Bq,H

���hrF, k ⌦ Gi
Lp(W!H;µ), Lq(W!H;µ)

��� < 1.

By the very definition of the duality bracket,
���hrF, k ⌦ Gi

Lp(W!H;µ), Lq(W!H;µ)

��� = |E [hrF, ki
H

G]|

= |E [f 0(�h)G] hk, hi
H

|

 kf
0
k1kGkLq(W!R;µ)khkHkkkH.

Hence the supremum over Bq,H is finite. The same proof can be applied when
F = f(�hj , 1  j  m).
Step 2. For p = 1, the previous considerations no longer prevail since an L

1

space is not reflexive so that we cannot apply (2.2). However, it is su�cient
to see that L

p(W ! H; µ) is included in L
1(W ! H; µ).

It is an exercise left to the reader to see that the map

Id ⌦I
�1 : L

p(W ! R; µ) ⌦ H �! L
p(W ! R; µ) ⌦ L

2([0, 1] ! R; �)

F ⌦ h 7�! F ⌦ ḣ

is continuous. Moreover, Theorem 2.3 means for any F 2 S, rF belongs
to L

p(W ! R; µ) ⌦ H. Hence there exists an element ṙF of L
p(W !

R; µ) ⌦ L
2([0, 1] ! R; �) such that

hrF, hi
H

=

Z
1

0

ṙsF ḣ(s) ds

and kFkLp(W!H;µ) = E

"✓Z
1

0

|ṙsF |
2 ds

◆p/2
#1/p

.

Proposition 2.2 ([Yos95, page 77]). A map T is closable if and only if

(xn, n � 0) 2 Dom T, lim
n

xn = 0 and lim
n

Txn = y =) y = 0.

Theorem 2.4. r is closable in L
p(W ! H; µ) for p > 1.

The proof is based on the following lemma which is crucial for the sequel.

Lemma 2.3 (Integration by parts). For F and G cylindrical, for h 2 H,

E [G hrF, hi
H

] = �E [F hrG, hi
H

] + E [FG �h] . (2.3)

Proof. The Cameron-Martin theorem says that
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E [F (! + ✏h)G(! + ✏h)] = E


F (!)G(!) exp

✓
�h �

1

2
khk

2

H

◆�

Di↵erentiate both sides with respect to ✏, at ✏ = 0, to obtain

E [F hrG, hi
H

] + E [G hrF, hi
H

] = E [FG �h] ,

which corresponds to Eqn. (2.3).

Proof (Proof of Theorem 2.4). If Fn tends to 0 in L
p(W ! R; µ) then the

right-hand-side of Eqn. (2.3) tends to 0. On the other hand, by definition of
the convergence in L

p(W ! H; µ),

E [G hrFn, hi
H

]
n!1
����! h⌘, h ⌦ Gi

Lp(W!R;µ), Lq(W!R;µ)
.

It means that for any h 2 H and G 2 S,

h⌘, h ⌦ Gi
Lp(W!R;µ), Lq(W!R;µ)

= 0. (2.4)

By density of S in L
p(W ! R; µ), (2.4) holds for G 2 L

p(W ! R; µ).
According to Theorem 2.2, h⌘, ⇣i

Lp(W ;H),Lq(W!H;µ)
= 0 for any ⇣ 2 L

q(W !

H; µ), hence ⌘ = 0.

Definition 2.4 (Gross-Sobolev derivative). A functional F belongs to
Dp,1 if there exists (Fn, n � 0) which converges to F 2 L

p(W ! R; µ), such
that (rFn, n � 0) is Cauchy in L

p(W ; H). Then, rF is defined as the limit
of this sequence.

Remark 2.1. The closability of r ensures that the limit does not depend on
the approximating sequence.

Lemma 2.4. Let p > 1. Assume that there exists (Fn, n � 0) which con-
verges in L

p(W ! R; µ) to F such that sup
n

krFnkLp(W!H;µ) is finite.
Then, F 2 Dp,1.

For this result, we need to invoke two theorems of functional analysis.

Definition 2.5 (Weak convergence). A sequence (xn, n � 0) is said
to be weakly convergent in a Banach space X, if for every ⌘ 2 X

⇤,
(h⌘, xni

X⇤,X
, n � 0) is convergent.

Remark 2.2. Since | h⌘, xn � xi
X⇤,X

|  k⌘kX⇤kxn �xkX , strong convergence
implies weak convergence but the converse is false. For instance, let (en, n �

0) a complete orthonormal basis in a Hilbert space X, on the one hand
kenkX = 1. On the other hand, according to Parseval equality, for ⌘ 2 X

⇤ =
X, k⌘k

2

X
=
P

n
| h⌘, eni

X
|
2. Hence, (h⌘, xni

X⇤,X
, n � 0) converges weakly

to 0. The convergence cannot hold in the strong sense.
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Proposition 2.3 (Eberlein-Shmulyan,[Yos95, page 141]). Let X be a
reflexive Banach space, i.e. (X⇤)⇤ = X. Then, any strongly bounded sequence
admits a weakly convergent subsequence.

Remark 2.3. For any measure, L
p spaces are reflexive only for p 6= 1, 1. We

do have that the dual of L
1 is L

1 but the dual of L
1 is larger than L

1.

Proposition 2.4 (Mazur, [Yos95, page 120]). Let (xn, n � 0) be a weakly
convergent subsequence in a Banach space X and set x its limit. Then, for
any ✏ > 0, there exist n and (↵i, 1  i  n) such that ↵i � 0,

P
i
↵i = 1 and

k

nX

i=1

↵ixni
� xkX  ✏.

Proof (Proof of Lemma 2.4). Since sup
n

krFnkLp(W!H;µ) is finite, there
exists a subsequence (see Proposition 2.3) which we still denote by (rFn, n �

0) weakly convergent in L
p(W ! H; µ) to some limit denoted by ⌘. For k > 0,

let nk be such that kFm � FkLp < 1/k for m � n. The Mazur’s Theorem 2.4
implies that there exists a convex combination of elements of (rFm, m � nk)
such that

k

MkX

i=1

↵
k

i
rFmi

� ⌘kLp(W!H;µ) < 1/k.

Moreover, since the ↵k

i
are positive and sums to 1,

k

MkX

i=1

↵
k

i
Fmi

� FkLp  1/k.

We have thus constructed a sequence

F
k =

MkX

i=1

↵
k

i
Fmi

such that F
k tends to F in L

p and rF
k converges in L

p(W ! H; µ) to a
limit. By the construction of Dp,1, this means that F belongs to Dp,1 and
that rF = ⌘.

Definition 2.6. The space Dp,1 is the closure of S for the norm

kFkp,1 = E [|F |
p]1/p + E [krFk

p

H
]
1/p

.

Corollary 2.1. Let F belong to Dp,1 and G to Dq,1 with q = p/(p � 1). If
h 2 H, then Eqn. (2.3) holds:

E [G hrF, hi
H

] = �E [F hrG, hi
H

] + E [FG �h] .
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Proof. According to Lemma 2.3, it is true for F and G in S. Let (Fn, n � 0)
a sequence of elements of S converging to F in Dp,1. Since G belongs to S,
G and rhG belong to L

q(W ! R; µ). By Hölder inequality, we see that
(2.3) holds for F 2 Dp,1 and G 2 S. Repeat the same approach with an
approximation of G 2 Dq,1 by elements of S.

We can now generalize the basic formulas to elements of Dp,1.

Theorem 2.5. For F 2 Dp,1 and G 2 Dq,1 (with 1/p+1/q = 1/r for r > 1),
for � Lipschitz continuous, the product FG belongs to Dr, 1 and

r(FG) = F rG + G rF

r�(F ) = �
0(F ) rF.

For the next theorem, we need to introduce the two families of projections:
For any t 2 [0, 1]

⇡t : H �! H ⇡̇t : L
2

�! L
2

h = I
1(ḣ) 7�! I

1(ḣ1[0,t]) ḣ 7�! ḣ1[0,t].

We have

k⇡thk
2

H
=

Z
1

0

ḣ(s)21[0,t](s) ds  kḣk
2

L2 = khk
2

H
,

meaning that ⇡t is a continuous contraction on H. Moreover,

⇡t(s ^ .) = I
1
�
⇡̇t(1[0,s])

�
= I

1
�
1[0,s]1[0,t])

�
= I

1
�
1[0,s^t])

�
= (t ^ s) ^ .

so that

⇡t(s ^ .) =

(
s ^ . if s  t

t ^ . otherwise.
(2.5)

Lemma 2.5. Let F 2 Dp,1 and Ft = �{!(s), s  t}. Then, E [F | Ft] belongs
to Dp,1 and we have

⇡tE [rF | Ft] = rE [F | Ft] (2.6)

Furthermore, if F is Ft-measurable then ṙsF = 0 for all s > t.

Proof. Step 1. First consider that F is cylindrical. For the sake of simplicity,
imagine that

F = f
�
B(t1), B(t2)

�
with t1 < t < t2.

Then,
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E [F | Ft] = E
⇥
f
�
B(t1), B(t2) � B(t) + B(t)

�⇤

=

Z

R
f
�
B(t1), B(t) + x

�
pt�t2(x) dx

= f̃
�
B(t1), B(t)

�
, (2.7)

where pt�t2 is the density of a centered Gaussian distribution of variance
(t2 � t) and

f̃(u, v) =

Z

R
f
�
u, v + x

�
pt�t2(x) dx belongs to Schwartz(R2).

On the one hand,

rsE [F | Ft] = @1f̃
�
B(t1), B(t)

�
t1 ^ s + @2f̃

�
B(t1), B(t)

�
t ^ s. (2.8)

On the other hand,

E [rsF | Ft] = E
⇥
@1f
�
B(t1), B(t2)

�
| Ft

⇤
t1 ^ s

+ E
⇥
@2f
�
B(t1), B(t2)

�
| Ft

⇤
t2 ^ s. (2.9)

The same reasoning as in (2.7) leads to

E [@if(B(t1), B(t2)) | Ft] =

Z

R
@if
�
B(t1), B(t) + x

�
pt�t2(x) dx

= @if̃
�
B(t1), B(t)

�
, (2.10)

for i 2 {1, 2}. In view of (2.10), Eqn. (2.9) becomes

E [rsF | Ft] =
2X

i=1

@if̃
�
B(t1), B(t)

�
ti ^ s. (2.11)

Thus, according to (2.5),

⇡tE [rsF | Ft] =
2X

i=1

@if̃
�
B(t1), B(t)

�
⇡t(ti ^ .)(s)

=
2X

i=1

@if̃
�
B(t1), B(t)

�
(ti ^ t) ^ s

= rsE [F | Ft] .

Step 2. For the general case, let (Fn, n � 0) a sequence of elements of S

converging to F in Dp,1. We can construct a sequence of cylindrical functions
which are Ft measurable and converge in Dp,1 to E [F | Ft]. For any n, there
exist t

n

1
< . . . < t

n

kn
such that Fn = fn(B(tn

1
), · · · , B(tn

kn
)). If t

n

j0
 t < t

n

j0+1
,
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for l � j0 + 1, replace B(tn
l
) by

�
B(tn

l
) � B(tn

l�1
)
�

+ . . . +
�
B(tn

j0+1
) � B(t)

�
+ B(t).

Let W
n the Gaussian vector whose coordinates are the independent Gaussian

random variables (B(tn
kn

) � B(tn
kn�1

), · · · , B(tn
j0+1

) � B(t)) and

n : Rkn �! Rkn

w = (wi, 1  i  kn) 7�! wi if i  j0,

7�! wi + B(t) +
i�j0X

l=1

W
n

l
if i > j0.

Hence

E [Fn | Ft] = E
⇥
(fn � n)

�
B(tn

1
), · · · , B(tj0)

�
| B(tn

1
), · · · , B(t)

⇤
.

Starting from this identity, we can reproduce the latter reasoning and see
that (2.6) holds for such functionals.
Step 3. It remains to prove that E [Fn | Ft] converges to F = E [F | Ft] in
Dp,1. By Jensen inequality,

E [|E [Fn | Ft] � E [F | Ft] |
p]  E [|Fn � F |

p]
n!1
����! 0.

According to Proposition 2.1, the dual of L
p(W ! H; µ) is L

q(W ! H; µ)
and

krE [Fn | Ft] � rE [Fm | Ft] kLp(W!H;µ)

= sup
n���E [hrE [Fn | Ft] � rE [Fm | Ft] , h ⌦ Gi]

���, khkH = 1, kGkLq = 1
o

.

Then, (2.6) implies that

|E [hrE [Fn | Ft] � rE [Fm | Ft] , h ⌦ Gi]|

= |E [h⇡trE [Fn � Fm | Ft] , hiH G]|

= |E [hr(Fn � Fm), ⇡thiH E [G | Ft]]|

 kr(Fn � Fm)kLp(W ;H)khkHkGkLq(W!R;µ).

Since (rFn, n � 0) is a Cauchy sequence in L
p(W ! H; µ), so does the

sequence (rE [Fn | Ft] , n � 0), hence it is a converging sequence. Since r is
closable, the limit can only be rE [F | Ft].
Step 4. Let H

?

t
=
T

s2[t,1]\Q ker(✏s � ✏t); it is a denumerable intersection of
closed subspaces of H, hence it is closed in H. By sample-paths continuity of
the elements of H, ḣ(s) = 0 for s > t means that h(s) = h(t) for any s > t

and s 2 Q, which is equivalent to h 2 H
?

t
. There exists a subsequence, we
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still denote by (Fn, n � 0), such that rE [Fn | Ft] converges almost-surely in
H to rE [F | Ft]. Since H

?

t
is closed, rE [F | Ft] belongs to H

?

t
.

As we saw above, an element U of L
p(W ! H; µ) can be represented as

U(!, t) =

Z
t

0

U̇(!, s) ds, for all t 2 [0, 1] (2.12)

where U̇ is measurable from W ⇥ [0, 1] onto R.

Definition 2.7. An H-valued random variable is said to be adapted when-
ever there exists a process U̇ adapted in the classical sense such that (2.12)
holds.

We denote by L
2

a
(W ; H) the set of H-valued adapted, random variables

such that

E

Z
1

0

|U̇(s)|2 ds

�
= E

⇥
kUk

2

H

⇤
< 1.

It is a closed subspace of L
2

a
(W ; H).

Similarly Da

2,1
(H) is the subset of L

2(W ; H) such that

E

ZZ
|ṙrU̇(s)|2 dr ds

�
= E

h
krUk

2

L2([0,1];H)

i
< 1.

Proposition 2.5. Let X and Y two Banach spaces and M a dense subset of
X. Consider (An, n � 0) a sequence of continuous linear maps from X to Y

such that:

1. sup
n�0

kAnk < 1,

2. for any x 2 M , the sequence (Anx, n � 0) is Cauchy in Y .

Then, for any x 2 X and not only in M , the sequence (Anx, n � 0) is con-
vergent in F and the linear map defined by Ax = limn!1 Anx is continuous
from X into Y . Moreover, kAk  sup

n
kAnk.

Theorem 2.6. Let U belongs to Da

p,1
(H), and Dn the dyadic partition of [0, 1]

of step 2�n. Then,

U̇Dn
(t) =

2
n
�1X

i=1

2n
⇣Z i 2

�n

(i�1)2�n

U̇(r) dr
⌘
1(i2�n,(i+1)2�n](t)

converges in Da

p,1
(H) to U .

Proof. Since indicator functions with disjoint support are orthogonal in
L
2([0, 1]), we have



30 2 Gradient and divergence

Z
1

0

|U̇Dn
(t)|2 dt =

2
n
�1X

i=1

⇣
2n
Z

i 2
�n

(i�1)2�n

U̇(r) dr

⌘2 Z 1

0

1(i2�n,(i+1)2�n](t) dt



2
n
�1X

i=1

Z
i 2

�n

(i�1)2�n

|U̇(r)|2
dr

2�n
2�n =

Z
1

0

|U̇(r)|2 dr,

according to the Jensen inequality. Hence,

E

"✓Z
1

0

|U̇Dn
(t)|2 dt

◆p/2
#

 E

"✓Z
1

0

|U̇(r)|2 dr

◆p/2
#

,

or in other words that the maps

Dn : L
p(W ! H; µ) �! L

p(W ! H; µ)

U 7�! I
1(U̇Dn

)

are continuous and satisfy kDnk  1. Let M be the subset of L
p(W !

H; µ) composed of processes such that U̇ has continuous sample-paths with

E
h
kU̇k

p

1

i
< 1. For such a process

kU̇ � U̇Dn
k
2

L2([0,1])


2
n
�1X

i=1

Z
i 2

�n

(i�1)2�n

⇣
2n
Z

i 2
�n

(i�1)2�n

|U̇(r) � U̇(t)| dr

⌘2
dt



2
n
�1X

i=1

Z
i 2

�n

(i�1)2�n

2n
Z

i 2
�n

(i�1)2�n

|U̇(r) � U̇(t)|2 dr dt,

by the Jensen inequality. Since U̇ is a.s. continuous, for t 2 ((i�1)2�n
, i 2�n],

2n
Z

i 2
�n

(i�1)2�n

|U̇(r) � U̇(t)|2 dr
n!1
����!

a.s.

0.

Since E
h
kU̇k

p

1

i
is finite, the dominated convergence theorem entails that

E

2

4
 

2
n
�1X

i=1

Z
i 2

�n

(i�1)2�n

2n
Z

i 2
�n

(i�1)2�n

|U̇(r) � U̇(t)|2 dr dt

!p/2
3

5 n!1
����! 0.

Apply the Proposition 2.5 to see that U̇Dn
tends to U̇ in L

2(W ⌦ [0, 1] !

R; µ ⌦ �).
Remark that if U̇ is adapted then so does U̇Dn

. Moreover, there exists a
subsequence U̇⇡n

k
which converges almost-surely to U̇ and that guarantees

the adaptability of U̇ .
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If U 2 D2,1, ṙrU̇t can be approximated in L
2(W ⌦ [0, 1]2 ! R; µ ⌦ �

⌦2)
by

2
n
�1X

i=1

2n
⇣Z i 2

�n

(i�1)2�n

ṙrU̇(s) ds

⌘
1(i2�n,(i+1)2�n](t).

Then, the same proof as before shows this approximation converges in
L
2(W ⌦ [0, 1]2 ! R; µ ⌦ �

⌦2) to ṙU̇ .

Theorem 2.7. For U 2 Da

2,1
(H), the Itô integral of U̇ belongs to D2,1 and

for any h 2 H,

⌧
r

⇣Z
U̇(s) dB(s)

⌘
, h

�

H

=

Z
1

0

U̇(s)ḣ(s) ds +

Z
1

0

D
rU̇(s), h

E

H

dB(s) (2.13)

converges in Da

2,1
(H) to U .

Proof. From the previous theorem, we know that
D
rU̇(s), h

E

H

is adapted

and square integrable so that its stochastic integral is well defined. For U(t) =
Ua I

1(1(a,b])(t) with Ua 2 Fa and Ua 2 D2,1, on the one hand, since r is a
derivation operator, we have

⌧
r

⇣Z
U̇(s) dB(s)

⌘
, h

�

H

=
D
r

⇣
Ua

�
B(b) � B(a)

�⌘
, h

E

H

= hrUa, hi
H

�
B(b) � B(a)

�
+

Z
1

0

Ua 1(a,b](s) ḣ(s) ds

=

Z
1

0

hrUa, hi
H
1(a,b](s) dB(s) +

Z
1

0

Ua 1(a,b](s) ḣ(s) ds

=

Z
1

0

U̇(s)ḣ(s) ds +

Z
1

0

D
rU̇(s), h

E

H

dB(s).

By linearity, Eqn. (2.13) holds for simple processes as in Theorem 2.6. Since
for U with continuous sample-paths, U⇡ tends in L

2(W ⇥ [0, 1], µ ⌦ �) to U ,
in virtue of Lemma 2.4, it remains to prove that

sup
⇡

E


kr

Z
U̇⇡(s) dB(s)kp

H

�
< 1.

Consider the map
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Z
1

0

rU̇(s) dB(s) : H �! L
2

a
(µ)

h 7�!

⌧Z
1

0

rU̇(s), h

�

H

dB(s).

We expect to compute

E

"
sup

khkH=1

����
Z

1

0

D
rU̇(s), h

E

H

dB(s)

����
p
#

.

Without the supremum inside the expectation, we would usually refer to the
Burkholder-Davis-Gundy inequality. In order to deal with the supremum, we
note that

t 7�!

Z
t

0

rU̇(s) dB(s)

is an Hilbert valued martingale and it satisfies also a BDG inequality:

E

"
sup
t1

����
Z

t

0

rU̇(s) dB(s)

����
p
#

 cp E

"✓Z
1

0

krU̇(s)k2
H

ds

◆p/2
#

= cpE

"✓Z
1

0

Z
1

0

|ṙrU̇(s)|2 dr ds

◆p/2
#

= cpkrUk
p

Lp(W ;H⌦H)
.

Combining (2.13) with this upper-bound, we get

E


kr

Z
U̇⇡(s) dB(s)kp

H

�
 c

⇣
kU⇡k

p

Lp(W!H;µ)
+ krU⇡k

p

Lp(W ;H⌦H)

⌘

We conclude with Theorem 2.6.

For cylindrical functions, we can clearly define higher order derivative follow-
ing the same rule. The only di�culty is to realize that the second (respectively
k-th) order gradient belongs to H

⌦(2) (respectively H
⌦(k)): For instance, for

F = f(�hj , 1  j  n),

D
r

(2)
F, h ⌦ k

E
=

nX

j,l=1

@j,lf(�hj , 1  j  n) hhj , hi
H

⌦ hhl, ki
H

=
⌦
r
�
hrF, hi

H

�
, k
↵
H

.

Definition 2.8. For any p > 1 and k � 1, Dp,k is the closure of S with
respect to the norm
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kFkp,k = kFkp +
kX

j=1

kr
(j)

FkLp(W ;H⌦(j)).

The space of test functions is D = \p>1 \k�1 Dp,k.

2.2 Divergence

For a matrix M 2 Mn,p(R), its adjoint, which turns to coincide with its
transpose, is defined by the identity:

hMx, yiRp = hx, M
⇤
yiRn .

We see that to define an adjoint, we need to have a notion a scalar product
or more generally of a duality bracket. This means that if M is continuous
from a Banach E into a Banach F , its adjoint is a continuous map from F

⇤

into E
⇤ defined by the identity:

hMx, yiF,F⇤ = hx, M
⇤
yiE,E⇤ .

For any q > 1, the Gross-Sobolev derivative, which we denoted by r, is
continuous between the two spaces:

Dq,1 ⇢ L
q(W ! R; µ) �! L

q(W ! H; µ).

Therefore its adjoint is a map from

⇣
L
q(W ! H; µ)

⌘⇤
= L

p(W ! H; µ)

�!

⇣
L
q(W ! R; µ)

⌘⇤
= L

p(W ! R; µ)

with 1/p + 1/q = 1 and must satisfy the identity

hrF, UiLq(W!H;µ),Lp(W!H;µ) = hF, r
⇤
UiLq(W!R;µ),Lp(W!R;µ)

() E [hrF, UiH] = E [F �U ] .

An additional di�culty comes from the fact that r is not defined on the
whole of L

q(W ! R; µ) but only on the subset Dq,1, hence we need to take
some restrictions in the definition of the adjoint.

Definition 2.9. Let p > 1. Let Domp r
⇤ be the set of H-valued random

variables U for which there exists cp(U) such that for any F 2 Dq,1,

|E [hrF, Ui
H

]|  cp(U) kFkLq(W!R;µ).



34 2 Gradient and divergence

In this case, we define r
⇤
U as the unique element of L

p(W ! R; µ) such
that

E [hrF, Ui
H

] = E [F r
⇤
U ] .

Remark 2.4 (r⇤ coincides with the Wiener integral on H). Recall that � is
the Wiener integral. We now show that � = r

⇤
|
H

. For any F 2 S, according
to (2.3), we have

E [hrF, hiH] = E [F �h] (2.14)

and �h is a Gaussian random variable of variance khk
2

H
, thus belongs to any

L
q(H ! R; µ) for any q > 1. Hence,

|E [hrF, hiH]|  c khkHkFkLp(W!R;µ).

This means that h belongs to Domp � and (2.14) entails that r
⇤
h = �h.

Henceforth, in the following, we will use the notation � instead of r
⇤ and we

keep for further reference the fundamental formula

E [hrF, UiH] = E [F �U ] (2.15)

for any F 2 Dq,1 and U 2 Domp �.

In usual deterministic calculus, if a is a constant, then trivially
Z

au(s) ds = a

Z
u(s) ds. (2.16)

For Itô integrals, this property does not hold any longer since we may have a
problem of adaptability: If a is a random variable, not belonging to F0 and u

is an adapted process with all the required integrability properties, then the
process (a u(s), s � 0) is not adapted so that

R
au(s) dB(s) is not even well

defined. For the divergence, since we got rid of the adaptability hypothesis,
we can prove a formula analog to (2.16) which is a simple consequence of the
fact that r is a derivation operator.

Theorem 2.8. Let U 2 Domp � and a 2 Dq,1 with 1/p + 1/q = 1/r. Then,
aU 2 Domr � and

�(aU) = a �U � hra, Ui
H

. (2.17)

Proof. Step 1. We first prove that the right-hand-side belongs to L
r(W !

R; µ).

E [|a�U |
r]  E [|a|

p]r/p E [|�U |
q]r/q (2.18)

and
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E [|hra, UiH|
r]  E [krak

r

H
kUk

r

H
]

 E [krak
q

H
]
r/q

E [|Uk
p

H
]
r/p

 kak
r

Dp,1
kUk

r

Dq,1
. (2.19)

Step 2. Denote r
⇤ = r/(r � 1). For F 2 Dr⇤,1, since r is a true derivation,

E [hrF, aUiH] = E [harF, UiH]

= E [hr(aF ) � Fra, UiH]

= E [F a�U ] � E [F hra, UiH] .

(2.20)

According to (2.18) and (2.19), (2.20) implies that

|E [hrF, aUiH]|  kakDp,1kUkDq,1 kFkLr⇤ (W!H;µ)

Hence, aU belongs to Domr �.
Step 3. At last, (2.20) implies (2.17) by identification.

We have already seen that the Itô integral coincides with the Wiener integral
for deterministic integrands provided that we identify h and ḣ. We now show
that modulo the same identification, the divergence of adapted processes
coincides with their Itô integral.

Corollary 2.2 (Divergence extends Itô integral). Let U 2 Da

2,1
(H).

Then, U belong to Dom2 � and

�U =

Z
1

0

U̇(s) dB(s), (2.21)

where the stochastic integral is taken in the Itô sense.

Proof. The principle of the proof is to establish (2.21) for adapted simple
processes and then pass to the limit.
Step 1. For 0  s < t  1, let

U̇(r) = ✓s 1(s, t](r), i.e. U(r) = ✓s

�
t ^ r � s ^ r

�
,

where ✓s 2 D2,1 and ✓r is Fs-measurable. According to Theorem 2.8, U is in
Dom2 � and

�(U) = ✓s �(t ^ . � s ^ .) � hr✓s, t ^ . � s ^ .iH

= ✓s

�
B(t) � B(s)

�
�

Z
1

0

ṙ⌧✓s 1(s, t](⌧)⌧

Now recall that according to Lemma 2.5, since ✓s 2 Fs,

ṙ⌧✓s = 0 if ⌧ > r,
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hence

�(U) = ✓s

�
B(t) � B(s)

�
=

Z
1

0

U̇(r) dB(r). (2.22)

Step 2. If U̇ is adapted, the random variable

2n
 Z

i2
�n

(i�1)2�n

U̇(r) dr

!
belongs to Fi2�n .

Hence, with the notations of Theorem 2.6, we have by linearity

�(UDn
) =

Z
1

0

U̇Dn
(r) dB(r).

Step 3. It remains to show that we can pass to the limit in both sides of (2.21).
The application � is continuous from Da

2,1
(H) ⇢ D2,1(H) into L

2(W ! R; µ).
Hence, Theorem 2.6 entails that

�(UDn
)

L
2
(W!R;µ)

��������!
n!1

�(U).

Furthermore, the Itô integral is an isometry hence a continuous map from
L
2

a
(W ⇥ [0, 1] ! R; µ) into L

2(W ! R; µ). Hence,

Z
1

0

U̇Dn
(r) dB(r)

L
2
(W!R;µ)

��������!
n!1

Z
1

0

U̇(r) dB(r).

The proof is thus complete.

The Itô isometry states that for U adapted

E

"✓Z
1

0

U̇(s) dB(s)

◆2
#

= E

Z
1

0

|U̇(s)|2 ds

�
.

One of the most elegant formula given by the Malliavin calculus is the gen-
eralization of this identity to non-adapted integrands.

Remark 2.5. If U 2 D2,1(H) then ṙU̇ is a.s. an Hilbert-Schmidt map on
L
2([0, 1] ⇥ [0, 1],�⌦ �). Indeed, by the definition of the norm in D2,1(H),

kUk
2

D2,1
= E

⇥
krUk

2

H⌦H

⇤
= E

Z
1

0

Z
1

0

|ṙrU̇(s)|2 dr ds

�
.

This ensures the almost-sure finiteness of
Z

1

0

Z
1

0

|ṙrU̇(s)|2 dr ds,

meaning that ṙU̇ is Hilbert-Schmidt with probability 1.
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Lemma 2.6. If U belongs to Da

2,1
(H) then trace(rU � rU) = 0.

Proof. According to Lemma 1.4,

trace(rU � rU) =

ZZ

[0,1]2

ṙrU̇(s)ṙsU̇(r) dr ds.

Since U̇(s) is Fs-measurable, ṙrU̇(s) = 0 if r > s. Similarly, ṙsU̇(r) = 0
if s > r. Hence, the product is zero � ⌦ � almost-surely. It follows that the
integral is null.

Theorem 2.9 (L2 norm of divergence). The space D1,2(H) is included in
Dom2 � and for U 2 D1,2(H),

E
⇥
�U

2
⇤

= E
⇥
kUk

2

H

⇤
+ E [trace(rU � rU)] . (2.23)

Lemma 2.7. For k � 1, for V 2 D2,1(H⌦(k)), for x 2 H
⌦(k), for h 2 H,

hrhV, xiH⌦(k) , hi
H

= hrV, x ⌦ hiH⌦(k+1)

Proof. For the sake of simplicity, we give the proof for k = 1. The general
case is handled similarly. Going back to the definition of the scalar product
in H, we have

hrhV, xiH⌦(k) , hi
H

=

Z
1

0

ṙs

✓Z
1

0

V̇ (r) ẋ(r) dr

◆
ḣ(s) ds.

Approximate the inner integral by Riemann sums and pass to the limit to
show that

ṙs

✓Z
1

0

V̇ (r) ẋ(r) dr

◆
=

Z
1

0

ṙsV̇ (r) ẋ(r) dr,

first for V such that (r, s) 7�! ṙsV̇ (r) is continuous and then by density for
all V 2 D2,1(H). Hence the result.

Lemma 2.8. For U 2 D2,2(H), for any h, k, l 2 H,

D
r

(2)
hU, hi

H
, k ⌦ l

E

H⌦H

=
D
r

(2)
U, h ⌦ k ⌦ l

E

H⌦H

=
D
r

(2)
U, h ⌦ l ⌦ k

E

H⌦H

.

That means the map r
(2)

U is a symmetric operator.

Proof. Step 1. The first equality is a consequence of Lemma 2.7.
Step 2. For F 2 S, F = f(�h1, · · · , �hM ), in virtue of the Schwarz theorem
for crossed derivatives of functions of several variables,



38 2 Gradient and divergence

D
r

(2)
F, k ⌦ l

E

H⌦H

=
nX

i,j=1

@
2

ij
f(�h1, · · · , �hM ) hk, hiiH hl, hjiH

=
nX

i,j=1

@
2

ji
f(�h1, · · · , �hM ) hl, hjiH hk, hiiH

=
D
r

(2)
F, l ⌦ k

E

H⌦H

.

The proof is thus complete.

Proof (Proof of Theorem 2.9). For U 2 D1,2(H), U takes its values in H so
that we can write

U =
X

n�0

hU, hni
H

hn,

for (hn, n � 0) a complete orthonormal basis of H. The series

UN =
NX

n=0

hU, hni
H

hn and rUN =
NX

n=0

r hU, hni
H

hn

converge in L
2(W ! H; µ) and L

2(W ! H ⌦ H; µ)) respectively.
According to (2.17),

�UN =
NX

n=0

hU, hni
H
�hn �

NX

n=0

hrU, hn ⌦ hni
H⌦H

.

Thus,

r�UN =
NX

n=0

{hrU, hni
H
�hn + hU, hni

H
hn

�r

⇣
hrU, hn ⌦ hni

H⌦H

⌘o
.

Consequently, in virtue of Lemma 2.7,

E [�UN �UN ] =
NX

n,k�0

E
⇥
hU, hkiH hrU, hn ⌦ hkiH⌦H

�hn

⇤

+
NX

n,k�0

E [hU, hni
H

hU, hkiH hhn, hkiH]

�

NX

n,k�0

E
h
hU, hkiH

D
r

(2)
U, hn ⌦ hn ⌦ hk

E

H⌦(3)

i

= A1 + A2 � A3.
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On the one hand, Parseval equality yields

A2 =
X

n,k�0

E [hU, hni
H

hU, hkiH hhn, hkiH]

=
X

n�0

E
h
hU, hni

2

H

i
= E

⇥
kUk

2

H

⇤
.

Apply once more the integration by parts formula in A1:

A1 =
NX

n,k�0

E
⇥
hrU, hk ⌦ hni

H⌦H
hrU, hn ⌦ hkiH⌦H

⇤

+
NX

n,k�0

E
h
hU, hkiH

D
r

(2)
U, hn ⌦ hk ⌦ hn

E

H⌦(3)

i

= trace(rUN � rUN ) + A3,

since r
(2) is a symmetric operator, cf. Lemma 2.8.

Step 3. In brief, we have proved so far that

E
⇥
�U

2

N

⇤
= kUNk

2

L2(W ;H)
+ E [trace(rUN � rUN )] .

Then, Eqn. (1.18) entails that

E
⇥
�(UN � UK)2

⇤
 kUN � UKk

2

L2(W!H;µ)

+ krUN � rUKk
2

L2(W!H⌦H;µ)
.

Thus, the sequence (�UN , N � 0) is Cauchy in L
2(W ! R; µ) thus conver-

gent towards a limit temporarily denoted by ⌘ 2 L
2(W ! R; µ). Hence, for

F 2 D1,2,

E [hrF, Ui
H

] = lim
N!1

E [hrF, UN i
H

] = lim
N!1

E [F �UN ] = E [F ⌘] .

By the very definition of the divergence, this means that U 2 Dom2 � and
�U = ⌘ = limN!1 �UN .

Exercises

Exercise 2.1. For h 2 H, show that

r
(k) exp(�h �

1

2
khk

2

H
) = exp(�h �

1

2
khk

2

H
) h

⌦(k)
. (2.24)
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Exercise 2.2. Let F 2 Dp,1 and ✏ > 0. Set �✏(x) =
p

x2 + ✏2.

1. Show that �✏(F ) 2 Dp,1.

2. Show that |F | 2 Dp,1 and that

ṙs|F | =

8
><

>:

ṙsF if F > 0

0 if F = 0

�ṙsF if F < 0.

3. If G 2 Dp,1, compute r(F _ G).

Let B be the standard Brownian motion on [0, 1] and M = sup
t2[0,1]

B(s).
Let Q \ [0, 1] = {tn, n � 0}. Consider

Mn = sup
s2{t1,··· ,tn}

B(s).

We admit that B attains its maximum at a unique almost-surely. Let
T = argmaxs2[0,1] B(s).

4. Show that Mn belongs to Dp,1 and compute ṙMn.

5. Prove that M 2 Dp,1 and that ṙM = 1[0,T ].

Exercise 2.3 (Iterated divergence). For U 2 S(H), i.e.

U =
nX

j=1

fj(�h1, · · · , �hm)vj

where (v1, · · · , vn) belong to H and fj in the Schwartz space on Rm. Let �(2)

defined by the duality

E
h
�
2
u
⌦(2)

G

i
= E

D
u
⌦(2)

, r
(2)

G

E

H⌦H

�

for any G 2 D2,2. Show that

�
2(U⌦(2)) =

�
�U
�2

� kUk
2

H
� trace(rU � rU) � 2�(hrU, Ui

H
).

Exercise 2.4 (Stratonovitch integral). The Itô integral has a major
drawback: Its di↵erential is not given by the usual formula but by the Itô
formula. On the other hand, the Stratonovitch integral does satisfy the usual
rule of di↵erentiation but does not give to a martingale ! We see in this ex-
ercise that the Stratonovitch integral can be computed with � and r. For
Tn = {0 = t0 < t1 = 1/n < . . . < tn = 1}, let

dBTn
(t) =

n�1X

i=0

B(ti+1) � B(ti)

ti+1 � ti
1[ti, ti+1]

(t) dt
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be the linear a�ne interpolation of B. For any H-valued random variable U ,
consider the Riemann-like sum

S
U

Tn
=

n�1X

i=0

B(ti+1) � B(ti)

ti+1 � ti

Z
ti+1

ti

U̇(t) dt.

The process U is said to be Stratonovitch integrable if the sequence (SU

Tn
, n �

0) converges in probability as n goes to infinity.
Assume that U belongs to D1,2(H) and that the map

[0, 1] ⇥ [0, 1] �! R

(s, t) 7�! ṙsU̇(t)

is continuous.

1. Show that U is Stratonovitch integrable and

lim
n!1

S
U

Tn
= �U +

Z
1

0

ṙrU̇(r) dr.

Indication: Verify that

S
U

Tn
=

n�1X

i=0

1

ti+1 � ti
�(I1(1[ti,ti+1]

))

Z
ti+1

ti

U̇(t) dt.

Apply (2.17).
2. Find

lim
n!1

n�1X

i=0

1

2

⇣
U̇(ti) + U̇(ti+1)

⌘
(B(ti+1) � B(ti)) .


